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« La technologie nous apprend que le monde change et que notre connaissance 

e volue, que nos certitudes deviennent incertitudes et que nos ve rite s se 

de forment, que ce qui est aujourd'hui un ordinateur devient demain un mobile et 

que nos cate gories mentales se de calent. Elle nous oblige a  apprendre 

l'apprentissage, et notre e ducation doit apprendre a  durer.  ».  

 

Michel Serres, « Le contrat naturel », Flammarion, 1990 
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Dans le domaine des sciences et techniques informatiques, « algorithme »1 est le 

terme ge ne rique par excellence, un algorithme e tant « un ensemble de règles 

opératoires dont l'application permet de résoudre un problème énoncé au moyen 

d'un nombre fini d'opérations »2. Ce vocable professionnel, qui e tait surtout utilise  

par les acteurs de l’industrie du logiciel, est passe  dans le langage courant puisque 

les algorithmes sont de sormais au coeur de notre vie quotidienne. En effet, qu’il 

s’agisse des moteurs de recherche (Google,...), des re seaux sociaux (Youtube, 

Instagram,...), des supports de l’activite  marchande en ligne ou bien des outils de 

traduction automatique, de diagnostic me dical, de gestion de risques financiers et 

de vide osurveillance (entre autres exemples), toutes ces applications que nous 

exploitons en permanence reposent  sur des algorithmes. De s lors, l’impact de ces 

objets technologiques est devenu tel qu’il n’est plus possible de conside rer que 

leur fonctionnement ne concerne que des spe cialistes de la programmation 

informatique. En fait, il est tout a  fait compre hensible de ressentir une forme 

d’inquie tude face a  leur sophistication et la vitesse de leur de ploiement, surtout 

lorsqu’ils contribuent a  la prise de de cisions qui peuvent affecter la vie 

d’individus. Simultane ment, il est essentiel d’identifier les multiples be ne fices 

qu’ils peuvent apporter gra ce a  leur aptitude a  prendre des de cisions en exploitant 

toute la connaissance disponible, alors qu’un de cideur humain sera souvent limite  

par ses propres capacite s cognitives.   

Exercer une pense e critique a  propos des algorithmes ne cessite d’appre hender 

leur nature, leur porte e pratique et les enjeux associe s a  leur de veloppement ; 

c’est dans cette perspective que s’inscrit ce texte. Cependant, parce que le « monde 

des algorithmes » est particulie rement divers, nous avons choisi de centrer notre 

propos sur deux classes d’algorithmes qui jouent un ro le majeur dans nos socie te s 

modernes : les algorithmes de recommandation des re seaux sociaux et ceux qui 

sont associe s a  un processus de mode lisation pre dictive. Les premiers seront 

l’objet de notre premie re partie dans laquelle nous pre senterons leur mode 

d’action et les principaux risques sociaux associe s a  leur mise en oeuvre en nous 

appuyant sur l’exemple de Youtube. Dans notre seconde partie, nous de crirons les 

grands principes de la mode lisation pre dictive -a  finalite  de classification- fonde e 

sur des algorithmes d’apprentissage automatique (en anglais « machine 

learning »). Nous mettrons en e vidence leur apport essentiel a  la prise de de cision 

humaine mais, parce que leur exploitation est jalonne e de nombreux cas d’impact 

ne gatif sur la vie d’individus, nous analyserons les biais qu’ils peuvent contenir et 

qui justifient l’encadrement de leur usage. 

 
1 Le mot vient du nom d’un mathématicien persan du 9ème siècle, Muḥammad ibn Mūsā al-Khwārizmī. 
2 Source : Dictionnaire Larousse. 
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LES ALGORITHMES DES RÉSEAUX SOCIAUX : OUI À LA RECOMMANDATION, 

NON A LA PERSUASION. 

 

Algorithmes de recommandation : l’exemple de Youtube 

Avec 14,3 milliards de visites par mois, 700 000 heures de vide o visionne es 

chaque minute dans le monde et 30 milliards de dollars de revenus publicitaires 

en 2023, l’impact social et e conomique de Youtube est tel qu’il est 

particulie rement le gitime de l’observer en exerçant une pense e critique. 

De s lors, parce que plus de 70% du contenu vu sur Youtube est issu de 

recommandations formule es par son algorithme se pose d’emble e la question de 

la manie re dont sont e labore es ces recommandations. Du point de vue technique, 

comme tous les algorithmes des plateformes de me dias sociaux, celui-ci pre sente, 

a  la fois, des caracte ristiques proches de celles d’un algorithme « classique »3 

exploitant des re gles arithme tiques et logiques pre -de finies4 et des 

fonctionnalite s relevant de la cate gorie technologique « intelligence artificielle ». 

Proble me : le public ne connait que tre s sommairement le contenu de l’algorithme 

-qui e volue en permanence- et les algorithmes des re seaux sont cre e s a  partir des 

donne es que les re seaux tirent de l’analyse des activite s que nous y exerçons et 

avec l’objectif de maximiser la dure e de notre pre sence. Car c’est bien cela dont il 

s’agit : l’algorithme doit contribuer a  l’atteinte des objectifs commerciaux de la 

plateforme a  travers la maximisation de l’expe rience utilisateur et de sa 

satisfaction, lesquelles e tant conside re es comme le meilleur moyen de retenir le 

chaland afin de l’exposer aux messages promotionnels des partenaires du re seau. 

Les algorithmes sont donc conçus pour optimiser l’ « engagement »5 de 

l’utilisateur et maximiser sa pre sence et son activite  dans la plateforme gra ce a  

des recommandations personnalise es a  partir de ses activite s passe es et des 

contenus visionne s ou partage s par des usagers au comportement similaire. Tout 

en constatant qu’il n’est pas souhaitable, afin d’e viter la manipulation, que 

Youtube divulgue l’inte gralite  de son algorithme, il est ne cessaire d’en connaî tre 

les caracte ristiques ge ne rales. Ainsi,  

1. Tout commence par la collecte de vastes ensembles de donne es e labore es a  

partir des activite s de chaque utilisateur : identification des vide os visionne es, 

 
3 Autre exemple typique d’algorithme « classique » intervenant dans la vie quotidienne de chacun : la détermination du 

« Nutri-Score » . En effet, le score d’un produit alimentaire est obtenu à partir d’une règle logique dans laquelle 

différentes valeurs de données nutritionnelles du produit sont comparées à des valeurs de référence. 
4 Ces algorithmes déterministes sont par nature aisément susceptibles de description et de documentation. 
5 L’engagement de l’utilisateur se concrétise à travers la durée des sessions et le niveau d’activité (évaluation des vidéos 

visionnées, commentaires,...). 
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dure e de visionnage, e valuations (« like »), commentaires plus, bien su r, les 

abonnements a  des chaî nes. 

2. Ces donne es sont ensuite analyse es pour identifier les pre fe rences de l’usager. 

Pour cela, le traitement combine les donne es individuelles et les donne es des 

vide os elles-me mes. Il s’agit de donne es descriptives saisies par le cre ateur de la 

vide o (titre, description, mots-cle s,...)  qui sont comple te es par des cate gories 

the matiques obtenues a  partir d’analyses automatiques de leur contenu 

(reconnaissance vocale, analyse d’images, traitement du langage naturel). De s 

lors, une fois les pre fe rences de l’usager identifie es, la collection de vide os 

susceptibles de l’inte resser s’inscrit dans l’exploitation des cate gories 

the matiques et de leurs proximite s. 

3. Au-dela , l’algorithme va e galement identifier des utilisateurs qui ont des 

mode les d’activite  comparables a  celui d’un usager particulier de manie re a  

se lectionner des vide os susceptibles de re pondre aux attentes de celui qui est 

l’objet d’une recommandation. Les mode les individuels et les corre lations sont 

ainsi a  la base de la recommandation de l’algorithme qui les exploite pour pre dire 

quel contenu un usager donne  est suceptible d’appre cier a  partir de son 

comportement passe  et du comportement d’usagers qui affichent des profils 

comparables. 

4. La re cence des vide os apparait comme un e le ment particulie rement significatif 

de la proposition algorithmique.  

 

 

 

 

Persuasion et biais algorithmiques 

 

Pour Petty et Brinol6, « La persuasion est partout... L’influence sociale exerce e a  

travers la persuasion est le moyen le plus re pandu et le plus civilise  du contro le 

social dont disposent les gouvernements et les individus ». A l’issue de travaux 

conduits au Persuasive Technology Lab de l’universite  Stanford, B.J. Fogg7 a mis 

en e vidence comment des sites web et, d’une manie re ge ne rale, des logiciels 

applicatifs peuvent e tre utilise s pour modifier des attitudes et des 

comportements individuels. Pour Fogg, les ordinateurs offrent de multiples 

 
6 R. E. Petty & P. Brinol, Mécanismes psychologiques de la persusasion, Diogène, n°217, 2017. 
7 B.J. Fogg, Persuasive Technology - Using computers to change what we think and do, Morgan Kaufmann, 2003. 
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possibilite s de persuasion (il a ainsi cre e  l’acronyme « captology » pour 

« computers as persuasive technology »). Dans le cadre du mode le du 

comportement humain qu’il a e labore  (fig. 1),  

 

 
 
B : Behavior (comportement) 
M : Motivation 
A : Ability (capacite ) 
P : Prompt (de clencheur) 
 
En rouge des points (capacite , 
motivation) qui se situent dans la 
zone de succe s (i.e. re alisation de 
l’action). 

  

fig. 1 - Le mode le comportemental de B.J. Fogg 
 

pour qu’un comportement se produise, il faut, simultane ment, 

- une motivation : plaisir/douleur, espoir/crainte, acceptation/rejet  

  social, etc. 

- une capacite  de termine e par la facilite /difficulte  de re alisation du  

  comportement et qui peut e tre associe e a  l’effort ne cessaire, a  son  

  cou t, a  la complexite  cognitive, etc. 

- un de clencheur, le signal qui incite a  agir. 

De s lors, pour qu’un de clencheur re ussisse a  provoquer le comporte-ment 

souhaite , il faut que les niveaux de capacite  et de motivation de finissent un point 

qui se situe a  droite de la ligne verte, ce qui est notamment obtenu lorsque la 

motivation est tre s e leve e (me me si la re alisation de l’action est un peu difficile) 

ou bien lorsque, en pre sence d’une faible motivation, la re alisation de l’action est 

particulie rement aise e.  

Dans le cas de l’utilisation d’un re seau social, le comportement souhaite  se traduit 

bien souvent par un clic dont la conse quence sera le lancement ou la poursuite 

d’une session dans le re seau. Par exemple, une manie re de motiver un utilisateur 

de LinkedIn a  se connecter pourra consister a  solliciter ses sentiments en lui 

envoyant le courriel suivant (le « de clencheur ») : « 10 personnes consultent votre 

profil - De couvrez qui a consulte  votre profil ». Mais quel que soit le niveau de 

*

*
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motivation, la facilite  de re alisation de l’action constitue un objectif permanent 

pour les re seaux dont l’interface doit e tre d’une grande simplicite  d’utilisation. 

Les interfaces sont au centre de l’interaction entre le fournisseur et le client. Leur 

design est un e le ment cle  du succe s comme le montre l’e tude re alise e par des 

chercheurs du MIT pour BT Group (British Telecom) dans le cas d’un site web 

marchand8 (mais dont les conclusions s’appliquent directement aux re seaux 

sociaux). Le but de l’e tude e tait de tester l’influence, sur l’intention d’achat, de 

l’alignement (ou non) de la façon de pre senter les produits sur le style cognitif des 

individus. Re sultat : lorsque la pre sentation (forme, niveau de de tail des 

caracte ristiques techniques,...) est aligne e sur le style cognitif (intuitif vs 

analytique), les intentions d’achat augmentent de 20%. 

Mais la critique qui est le plus fre quemment formule e a  l’e gard des algorithmes 

des re seaux sociaux concerne les proble mes de polarisation et de contenu 

nuisible. Est-elle justifie e ? A l’issue d’une e tude du syste me de recommandation 

de Youtube re alise e en 2023 par des chercheurs de l’Universite  de Californie a  

Davis9, ceux-ci formulent, sur la base d’analyses approfondies de donne es 

empiriques, les constats suivants :  

« Les systèmes de recommandation algorithmiques des plateformes de médias 

sociaux sont essentiellement conçus pour optimiser l’engage-ment des utilisateurs. 

Montrer aux gens davantage de ce qu’ils aiment est une caractéristique de tous les 

systèmes de recommandation et en soi, cela n’est pas alarmant. Cependant, dans le 

cas du contenu politique, il existe des préoccupations selon lesquelles la 

personnalisation et l'incitation à maximiser l'engagement des utilisateurs 

conduisent à une situation dans laquelle le contenu recommandé amplifie les 

préjugés antérieurs des utilisateurs et réduit leur exposition à des points de vue 

contrastants. Dans des cas extrêmes, la personnalisation et l'optimisation de 

l'engagement peuvent orienter certains utilisateurs vers un contenu de plus en plus 

radical, conspirationniste ou autrement problématique... En résumé, notre audit 

révèle la prévalence de recommandations bienveillantes, une augmentation limitée 

de l'extrémisme idéologique, et une croissance des recommandations vers des 

chaînes YouTube hautement problématiques. ». A la suite de leur investigation, les 

auteurs de l’article sugge rent que les plateformes rendent leurs syste mes de 

recommandation plus transparents a  leurs utilisateurs, aux scienti-fiques et aux 

instances de re gulation. 

 
8 Urban, Liberali, Hauser, « Website morphing », Journal of Marketing, 2009 
9 Muhammad Haron, Magdalena Wojcieszak, Anshuman Chhabra, Xin Liu, Prasant Mohapatra et Zubair Shafiq, 
« Auditing YouTube’s recommendation system for ideologically congenial, extreme, and problematic 
recommendations », Proceedings of the National Academy of Sciences of the United States of America, vol. 120, n°50, 
2023.  
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Réguler et contrôler l’usage des algorithmes dans les plateformes des 

réseaux sociaux 

L’Union Europe enne (UE) a mis en place en avril 2023 l’European Center for 

Algorithmic Transparency (ECAT10) pour « fournir une expertise scientifique et 

technique afin de soutenir l'application de la loi sur les services numériques 

(Règlement sur les Services Numériques11) et pour poursuivre la recherche sur 

l'impact des systèmes algorithmiques déployés par les plateformes en ligne et les 

moteurs de recherche... L'impact sociétal croissant des plateformes en ligne telles 

que les réseaux sociaux, les places de marché en ligne et les moteurs de recherche a 

créé un besoin urgent de surveillance publique des processus au cœur de leurs 

activités. Les processus automatisés déployés pour modérer le contenu et organiser 

l'information pour les utilisateurs méritent une attention particulière, car ils 

affectent tout, de nos interactions sociales à notre consommation de nouvelles et de 

divertissement, en passant par nos habitudes d'achat. 

À l'ECAT, notre mission consiste à contribuer à cette surveillance de deux manières 

principales. Tout d'abord, nous fournissons une assistance technique et des conseils 

pratiques pour l'application de la loi sur les services numériques. Deuxièmement, 

nous menons des recherches sur l'impact à long terme des systèmes algorithmiques 

pour éclairer l'élaboration des politiques et contribuer au débat public. 

Tout au long de notre travail, nous adoptons une approche interdisciplinaire en 

intégrant des perspectives techniques, éthiques, économiques, juridiques et 

environnementales. Nous collaborons également avec une communauté 

internationale de chercheurs et de praticiens au sein de la sphère universitaire, de 

la société civile, des administrations publiques nationales et de l'industrie. » 

Quant au Digital Services Act qui constitue de sormais le cadre juridique pour les 

services nume riques au sein de l’EU, en re glementant la cre ation et la diffusion de 

services fournis par les plateformes en ligne et en renforçant la responsabilite  des 

entreprises qui les exploitent, il contribue a  la protection des utilisateurs de ces 

services et a  leur se curite . En introduisant la possibilite  de sanctionner le non 

respect de la loi par des amendes pouvant aller jusqu’a  6% du chiffre d’affaires 

mondial de l’entreprise concerne e, il concre tise l’importance de la maî trise du 

digital dans nos socie te s modernes. Cela passe par l’affirmation que « ce qui est 

ille gal hors ligne doit aussi l’e tre en ligne » et se traduit, en particulier, par 

l’obligation de renforcement de la mode ration des contenus et l’interdiction du 

 
10 https://algorithmic-transparency.ec.europa.eu/index_en 
11 https://www.vie-publique.fr/eclairage/285115-dsa-le-reglement-sur-les-services-numeriques-ou-digital-services-act 



9 
 

ciblage publicitaire sur les mineurs ou a  partir de donne es sensibles, notamment 

religieuses et politiques12.      

 

MODÉLISATION PRÉDICTIVE : UN APPORT ESSENTIEL, UN CADRE À 

ÉLABORER 

Qu’il s’agisse de formuler un diagnostic me dical, de de terminer si un emprunteur 

risque d’e tre un mauvais payeur ou bien de de tecter un type d’e motion sur un 

visage (trois exemples parmi une infinite  de situations comparables qui 

de finissent autant de possibilite s d’intervention d’un artefact logique), la 

re alisation de ces activite s est de plus en plus souvent confie e a  un algorithme, 

totalement (l’outil est alors le « de cideur ») ou partiellement (« aide a  la 

de cision »). 

Dans ces diffe rents exemples, la mode lisation pre dictive poursuit une finalite  de 

« classification ». En effet, il s’agit de classer un « individu » (au sens large du 

terme) dans une cate gorie (« classe ») parmi un ensemble pre -de fini de cate gories 

(exemple : « bon payeur », « mauvais payeur »). L’algorithme effectue cette 

affectation -a  laquelle il peut associer une probabilite  de pertinence- a  partir des 

valeurs, observe es pour l’individu concerne , de caracte ristiques dont on a 

conside re  lors de la cre ation de l’algorithme qu’elles sont les de terminants de 

l’appartenance a  une classe (fig. 2). 

 

 

 
Les algorithmes d’analyse des 
e motions utilisent des points de 
re fe rence sur le visage qui se 
situent dans des zones cle s pour le 
processus d’expression des 
e motions : les yeux, les sourcils, le 
nez, la bouche et le menton. 

Fig. 2 - Classification d’un individu a  partir d’un algorithme 

 
12 Sur ce point, on pourra consulter utilement le document suivant diffusé par l’European Data Protrection Board 

(EDPB) : « Guidelines 8/2020 on the targeting of social media users ». url : https://edpb.europa.eu/our-work-tools/our-

documents/guidelines/guidelines-82020-targeting-social-media-users_en 
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Comment un tel algorithme est-il élaboré ? 

Les algorithmes qui sont cre e s pour effectuer ces pre dictions n’ont qu’un lointain 

rapport avec les artefacts logiques de l’informatique traditionnelle. Leur aptitude 

a  affecter un individu a  une classe est le re sultat de l’acquisition 

(« apprentissage ») d’une capacite  a  de limiter, dans l’espace de fini par les 

diffe rents facteurs d’influence, des territoires les plus homoge nes possibles du 

point de vue de la classe dont rele vent les individus qui les composent.  

Pour comprendre ce me canisme d’apprentissage, envisageons le cas d’un vendeur 

de tondeuses a  gazon qui se demande s’il peut pre dire qu’un client a une forte 

probabilite  d’acheter une tondeuse a  gazon autoporte e en fonction de la superficie 

de son terrain et de son revenu, caracte ristiques dont il pense qu’elles sont les 

principaux de termi-nants de la de cision d’achat. Il doit donc e laborer, a  partir de 

donne es  empiriques, un mode le qui relie la possession (resp. non possession) 

d’une tondeuse a  gazon autoporte e aux valeurs du couple (revenu, superficie du 

terrain). A l’issue d’une collecte de donne es aupre s d’un e chantillon repre sentatif 

de consommateurs, il a obtenu le graphique ci-apre s (fig. 3) dans lequel les 

possesseurs de tondeuse a  gazon autoporte es apparaissent en rouge et les 

possesseurs d’une tondeuse a  gazon pousse e sont repre sente es par un losange 

bleu. 

 

Fig. 3 - Relation entre un comportement et ses de terminants 

 

Dans cet exemple, nous avons donc deux cate gories qui de finissent les re sultats 

possibles de la pre diction et deux facteurs de terminant le comportement. Cet 

ensemble de donne es constitue l’e chantillon a  partir duquel on va entrainer une 

X1

X2Superficie

Revenu

Possède une tondeuse
à gazon autoportée

Ne possède pas une tondeuse
à gazon autoportée
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structure algorithmique a  base de re seau de neurones. On parle alors 

d’ « apprentissage supervisé » car la classification des observations a e te  de ja  faite 

manuellement afin que l’algorithme puisse d’emble e mettre en relation donne es 

initiales et classification. Dans cette phase d’entrainement, le re seau va 

« apprendre » (automatiquement) a  se parer les individus de telle manie re que le 

mode le de cisionnel soit le plus efficace possible c’est-a -dire qu’il permette de 

minimiser la proportion d’individus mal classe s. 

 
Ici, la frontie re ide ale entre les deux 
ensembles. Sa forme la rend pratique-
ment non mode lisable mais elle n’a pas 
non plus un grand inte re t car elle est aussi 
tre s contextuelle et lie e a  l’e chantillon 
d’apprentissage avec, potentiellement, 
des observations « aberrantes ». 

 
La , la frontie re que l’on obtient avec un mode le 
line aire simple. Le re sultat est imparfait car il 
conduit a  1 mal classe  bleu et 2 mal classe s 
rouges mais il est d’un inte re t ope rationnel 
e vident. Le mode le peut sans doute e tre 
ame liore  par un re seau de neurones dont les 
parame tres finaux sont obtenus lorsque la 
qualite  de la se paration ne peut plus e tre 
ame liore e. 

 
Fig. 4 - Un mode le pre dictif 

 

Dans la pratique, la classification va faire intervenir non pas deux mais k 

cate gories et n de terminants qui vont se traduire, au sein du me me ensemble de 

donne es d’entre e, par n caracte ristiques he te roge nes puisque on trouvera 

souvent un mix de donne es nume riques (socio-de mographiques : a ge ; 

biologiques : dosage sanguin ; etc.), cate goriel-les (CSP, ...), multimedia (sons, 

images), etc. Quant au processus de mode lisation, il doit comporter deux 

phases : une phase d’apprentis-sage re alise e a  partir d’un premier e chantillon 

d’observations (c’est «  l'échantillon d’apprentissage »), suivie d’une phase de 

validation qui va mobiliser un autre e chantillon (« échantillon de test »).  

Revenu

Superficie

Catégorie 1

Catégorie 2

Superficie

Revenu

« Frontière »
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La comparaison de la classification pre dite par l’algorithme aux cate gories re elles 

des individus de ce deuxie me e chantillon permet d’e valuer la qualite  finale de 

l’algorithme afin de de cider, soit sa mise en exploitation, soit sa re vision (sachant 

que, une fois en exploitation, il sera associe  a  un processus permanent 

d’ame lioration). 

 

Un énorme potentiel d’aide à la décision mais des biais à contrôler 

Les algorithmes de classification issus d’un apprentissage automatique sont d'un 

inte re t majeur dans de multiples situations. Le diagnostic me dical est un domaine 

privile gie  car les algorithmes peuvent analyser de grandes quantite s de donne es 

biologiques, ge nomiques, d’imagerie ou comportementales issues des dossiers 

me dicaux des patients. Par exemple, la socie te  française Sophia Genetics13 a 

 
13 https://www.sophiagenetics.com/ 
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de veloppe  un algorithme de classification de mutations ge ne tiques qui permet de 

caracte riser et reconnaî tre des variants ge ne tiques pathoge nes et porteurs de 

cancers ou de maladies he re ditaires. Dans le domaine de la sante  l’apport des 

algorithmes est essentiel car ils contribuent a  la de tection pre coce des maladies, 

a  la classification de pathologies ou a  la pre diction de re sultats de traitements. 

Utilise s sous la supervision de professionnels de sante  qualifie s, ils constituent 

de s a  pre sent une aide a  la de cision conside rable et be ne ficient d’une ame lioration 

continue. 

Cependant, la nature me me du processus d’e laboration d’un algorithme de 

mode lisation pre dictive de termine directement des possibilite s de biais qui 

pourront engendrer des de cisions a  impact ne gatif. En effet, a  l’instar du biais 

cognitif qui vient fausser le jugement d’un individu, le biais algorithmique est un 

phe nome ne qui alte re le re sultat d’un algorithme en le rendant partial, voire 

pre judiciable. Mais le de veloppement des algorithmes dans un nombre croissant 

de domaines, par exemple pour accompagner les activite s et les de cisions de 

police, justice ou me decine, leurs biais peuvent avoir des conse quences 

particulie rement graves. 

Parmi tous les types de biais recense s, trois nous semblent me riter une attention 

particulie re : le « biais de donne es », le « biais de variable omise » et le « biais de 

se lection ». Le premier est lie e a  des insuffisances dans les donne es de 

l’e chantillon d’apprentissage. Ce type de biais e tait par exemple pre sent dans une 

premie re version de l’algorithme utilise  par le recrutement d’Amazon jusqu’en 

2017. En effet, l’algorithme avait tendance a  favoriser les candidats masculins lors 

de la pre se lection des CV car il avait appris a  valoriser certains mots-cle s, 

expe riences ou re alisations qui e taient plus fre quemment pre sents dans les CV 

d’hommes, ce qui a eu pour effet de pe naliser les candidats fe minins. Un autre 

exemple est fourni par un algorithme de la justice ame ricaine utilise  pour e valuer 

le risque de re cidive. L’algorithme se trompait plus fre quemment pour les Afro-

ame ricains : 45% des accuse s noirs qui n’ont pas re cidive  dans les deux anne es 

e taient classe s a  tort dans la cate gorie « risque e leve  » contre 23% des blancs.    

Le biais de variable omise. L’algorithme ne peut qu’exploiter les donne es des 

variables disponibles. Or, certaines variables manquantes peuvent e tre 

essentielles a  la mode lisation. Comme le soulignent Bertail et al., « certaines 

compétences humaines dites tacites sont difficiles à codifier et à incorporer dans des 

algorithmes de recrutement. Il s’agit de capacités telles que le leadership, l’initiative 

entrepreneuriale, le travail en équipe ou encore l’intelligence émotionnelle. Si ces 

capacités ne sont pas prises en compte, mais qu’elles sont négativement corrélées 

aux résultats scolaires, l’algorithme risque de pénaliser sur le marché du travail les 
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personnes avec des résultats scolaires moyens mais qui demeurent indispensables 

pour monter une équipe travaillant sur un projet innovant. »14 

Le biais de se lection. Il se re fe re a  la distorsion ou a  l'inexactitude dans les 

re sultats d'un algorithme, cause e par la non repre sentativite  des donne es 

d’entrainement. Ce type de biais peut influencer les de cisions prises par 

l'algorithme, conduisant a  des re sultats qui favorisent indu ment certains groupes 

ou ide es au de triment d'autres. Pour illustrer cette cate gorie de biais, Bertail et 

ses co-auteurs citent l’exemple du score de cre dit : « Pour déterminer la catégorie 

de rique de l’emprunteur, les algorithmes calculent un score en se basant sur les 

personnes qui ont été éligibles à un emprunt dans un établissement. L’algorithme 

utilise alors seulement les informations disponibles sur une partie de la population 

et ignore les dossiers de toutes les personnes à qui les banques ont refusé un prêt, 

celles qui n’ont jamais eu besoin d’emprunter, celles qui ont fini de rembourser leurs 

emprunts, et enfin celles qui ont des emprunts dans d’autres établissements. » 

Conscients des effets potentiellement ne fastes des algorithmes de mode lisation 

pre dictive les pouvoirs publics des de mocraties occidentales cherchent, depuis 

plusieurs anne es, a  encadrer et re guler leur cre ation et leur utilisation autour de 

trois enjeux majeurs : interpre tabilite  et explicabilite  des algorithmes, 

transparence et auditabilite , responsabilite  algorithmique. En France, Etalab15 est 

un de partement de la direction interministe rielle du nume rique en charge de la 

coordination de la conception et de la mise en oeuvre de la strate gie de l’E tat dans 

le domaine de la donne e. L’application du principe de « redevabilite  » aux 

administrations signifie que celles-ci doivent, entre autres obligations, signaler 

quand un algorithme est utilise , le rendre accessible en publiant le code source et 

la documenta-tion associe e, permettre la contestation en indiquant les voies de 

recours possibles.  

 

 

  

 
14 Patrice Bertail, David Bounie, Stephan Clémençon et Patrick Waelbroeck, « Algorithmes et discrimination : les biais 

dans les RH », HR Today, Alma Medien AG, 2020 
15 https://www.etalab.gouv.fr/ 
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POUR CONCLURE 

Ce texte explore l'omnipre sence et l'impact des algorithmes dans notre socie te , en 

mettant l'accent sur les algorithmes de recommandation des re seaux sociaux et la 

mode lisation pre dictive. Il souligne l'importance de comprendre leur nature et 

leur impact pour pouvoir exercer une pense e critique a  leur e gard. Bien que les 

algorithmes offrent des avantages conside rables, comme l'ame lioration de la prise 

de de cision humaine, ils soule vent e galement des pre occupations en matie re de 

vie prive e, de se curite  et d'e thique. Le texte appelle a  une re gulation et a  un 

contro le plus stricts pour minimiser les risques de biais et d'abus, tout en 

maximisant leur potentiel be ne fique. Il met en lumie re la ne cessite  d'un e quilibre 

entre innovation technologique et protection des individus, soulignant 

l'importance d'une approche e claire e et responsable de l'utilisation des 

algorithmes dans la socie te  moderne. 

En reconnaissant les de fis et opportunite s pre sente s par les algorithmes, nous 

sollicitons naturellement l’e largissement de la discussion sur l'intelligence 

artificielle (IA). L'IA, en tant que prolongement de la logique algorithmique, offre 

un potentiel encore plus grand pour transformer nos socie te s, nos e conomies et 

nos vies personnelles. Toutefois, elle soule ve e galement des questions e thiques, 

sociales et techniques complexes. La ne cessite  d'une re glementation adapte e, 

d'une e thique forte et d'une participation publique informe e est cruciale pour 

naviguer dans l'avenir de l'IA. Ce dialogue sur l'IA ne se limite pas aux experts; il 

doit inclure tous les acteurs de la socie te  pour façonner un avenir ou  la technologie 

sert l'humanite  tout en respectant nos valeurs fondamentales. 


